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DATA ANALYSIS USING SPSS – NEW APPROACH  

Statistical Analysis (Research Methodology): 

 3.1 Common Method Variance 

 3.2 Exploratory Factor Analysis  

       (Varimax vs Promax Rotation) 

 3.3 Reliability Analysis 

 3.4 Descriptive Statistics 

 3.5 Correlation Analysis 

 3.6 Multiple Regression Analysis  

       (the use of t-value) & f2( effect size) 

 3.7 Hierarchical Regression Analysis 

 3.7.1 Mediated Regression Analysis (the end of Baron & 
Kenny, 1986; Preacher & Hayes (2004) SOBEL test; 
(2008) Indirect – Multiple Mediation; SYNTAX)  

 3.7.2 Moderated Regression Analysis (the use of Mean 
Centering) 

 



CHAPTER 4 DATA ANALYSIS 

 4.1 Introduction 

 4.2 Data Collection and Response Rate 

 4.3 Profile of Respondents 

 4.4 Factor Analysis 

 4.5   Reliability Analysis 

 4.6  Modification of Research Conceptual Framework  

 4.7 Hypotheses Statements 

 4.8 Descriptive Analysis 

 4.9 Correlation Analysis 

 4.10 Multiple Regression Analysis 

 4.11 Hierarchical Regression Analysis 

 

 

 

 

 



BEFORE ENTERING DATA 

Create= id label 

Note: When you start to key in the 

survey questionnaires, you need to 

write an id number for each of the 

survey questionnaires…easier to 

detect when there  is a missing value 

or wrongly key in value , most 

importantly we can use this id to 

detect outliers 

 



SCREENING AND CLEANING DATA 



FINDING THE ERROR IN THE DATA FILE 



FINDING THE ERROR IN THE DATA FILE 
(PALLANT, 2005, P.44) 

Note: check 

here whether  

got any mistake 



PROFILE OF RESPONDENTS 



COMMON METHOD BIAS. 

 Common method bias refers to the amount of 
spurious covariance shared between independent and 
dependent variables that are measured at the same 
point in time, such as in a cross-sectional survey, 
using the same instrument, such as a questionnaire.  

 In such cases, the phenomenon under investigation 
may not be adequately separated from measurement 
artifacts. Standard statistical tests are available to 
test for common method bias, such as Harmon’s 
single-factor test (Podsakoff et al. 2003), Lindell and 
Whitney’s (2001) market variable technique, and so 
forth. This bias can be potentially avoided if the 
independent and dependent variables are measured 
at different points in time, using a longitudinal 
survey design, of if these variables are measured 
using different methods, such as computerized 
recording of dependent variable versus questionnaire-
based self-rating of independent variables. 









Not more 

than 50% 



FACTOR ANALYSIS 

 The purpose of using factor analysis is to summarize 
patterns of correlations among observed variables, to 
reduce a large number of observed variables to a 
smaller numbers of factors, and to provide an 
operational definition (a regression equation) for an 
underlying process by using observed variables, or to 
test a theory about the nature of underlying 
processes (Tabachnick & Fidell, 2007, p. 608).  

 Factor analysis can also be used to reduce a large 
number of related variables to a more manageable 
number, prior to using them in other analyses such as 
multiple regression or multivariate analysis of 
variance (Pallant, 2005). 

 



EXPLORATORY VS. CONFIRMATORY FACTOR 
ANALYSIS 

 There are two main approaches to factor 
analysis that you will see described. 

 Exploratory factor analysis is often used in the 
early stages of research to gather information 
about (explore) the interrelationships among a 
set of variables.  

 Confirmatory factor analysis is a more complex 
and sophisticated set of techniques used later in 
the research process to test (confirm) specific 
hypotheses or theories concerning the structure 
underlying a set of variables. 

 



APPROPRIATENESS OF FACTOR ANALYSIS 

 In order to ensure the appropriateness of factor analysis, six assumptions 
need to be met according to the guideline recommended by Hair et al. (2006; 
2010).  

 1) Kaiser-Meyer-Olkin measure of sampling adequacy (KMO) values must 
exceed .50. (.70 Neuman, 2003). (.60, Tabachnick & Fidell, 2008) 

 2) The result of the Bartlett’s test of sphericity should be at least significant 
at .05.  

 3) Anti-image correlation matrix of items should be at least above .50. 
 4) Communalities of the variables must be greater than .50. 
 5)  The factor loadings of .30 or above for each item are considered practical 

and statistically significant for sample sizes of 350 or greater.  
 6)  Factors with eigenvalues greater than 1 are considered significant. (Has 

been criticized) 
 7) Percentage of varianced explained  usually 60% or higher. 
 8) No cross loaded  
 

 Note: In terms of communalities, Field (2005) and others scholars (MacCallum, Widaman, Zhang, & Hong, 1999) 
have suggested that those items/variables that have communality values less than 0.5 can be retained when the 
sample size is over 500. Hair et al. (2006) also noted that a researcher may take into account whether to retain or 
remove those items/variables which have a low communality. If the low communality item contributes to a well-
defined factor, a researcher should consider retaining it. 

 



CUTOFF-POINT FACTOR LOADING BASED ON 
SAMPLE SIZE 



KMO MEASURE OF SAMPLING ADEQUACY 

 Kaiser-Meyer-Olkin measure of sampling adequacy (KMO) values must 

exceed .50. (.70, Neuman, 2003). (.60, Tabachnick & Fidell, 2008) 

KMO 

Bartlett’s test of 

sphericity  

The KMO measure of sampling adequacy is a test of the amount of 
variance within the data could be explained by factors. As a 
measure of factorability: a KMO value of .5 is poor; .6 is 
acceptable; a value closer to 1 is better. 



MEASURE OF SAMPLING ADEQUACY (MSA) 

(Hair et al., 2010) 



FACTOR ANALYSIS – ANTI IMAGE 
CORRELATION MATRIX  

Anti-image Matrices

.542 -.198 -.072 -.023 -.059 -.042

-.198 .508 -.186 -.042 .023 -.026

-.072 -.186 .490 -.075 -.069 -.041

-.023 -.042 -.075 .598 -.075 -.113

-.059 .023 -.069 -.075 .401 -.216

-.042 -.026 -.041 -.113 -.216 .383

.876a -.377 -.140 -.041 -.126 -.091

-.377 .816a -.373 -.077 .051 -.059

-.140 -.373 .876a -.139 -.155 -.095

-.041 -.077 -.139 .919a -.154 -.237

-.126 .051 -.155 -.154 .808a -.551

-.091 -.059 -.095 -.237 -.551 .811a

LOYpositiv

LOYf riends

LOYrecom

LOYf irst

LOYrepeat

LOYcontinu

LOYpositiv

LOYf riends

LOYrecom

LOYf irst

LOYrepeat

LOYcontinu

Anti-image Covariance

Anti-image Correlation

LOYpositiv LOYf riends LOYrecom LOYf irst LOYrepeat LOYcontinu

Measures of  Sampling Adequacy(MSA)a. 

Anti-image correlation must 

above .50 



COMMUNALITIES OF THE VARIABLES MUST BE 
GREATER THAN .50. 

Communalities

1.000 .573

1.000 .556

1.000 .640

1.000 .539

1.000 .649

1.000 .677

LOYpositiv

LOYf riends

LOYrecom

LOYf irst

LOYrepeat

LOYcontinu

Initial Extraction

Extraction Method: Principal Component Analysis.

Note: you need to take note to 
those variables below 0.5 

The communalities indicate how much variance 
in each variable is explained by the analysis 

The extraction communalities are calculated using 
the extracted factors only, so these are the 
useful values> For “LOYcontinu” .68% of the 

variance is explained by the extracted factors.  

If a particular variable has a low communality, then 
consider dropping it from the analysis. 



EIGENVALUES AND % TOTAL VARIANCE  

Note: 
cumulative% 
should not 
below 50%, 
usually 60% 
or higher   

Factors with eigenvalues greater than 1 

are considered significant.  

The four extracted components together 
explained 60.13% of variance.  



EIGENVALUES AND % TOTAL VARIANCE  

Factor 1 had an eigenvalue of 6.25 
and explained 31.25% of the total 
variance.   
Factor 2 captured 16.98% of the 
total variance with an eigenvalue 
of 3.40. 



 

 

Need to remove item if it cross-loaded on other factor(s) : one by 
one, after remove it you need to re-run the data reduction process 

again until you fulfill Hair et al. (2010) guideline  

Cross-

loaded 



VARIMAX ROTATION VS DIRECT OBLIMIN, 
PROMAX 

 There are two main approaches to rotation, resulting in either orthogonal 
(uncorrelated) or oblique (correlated) factor solutions. According to 
Tabachnick and Fidell (2007), orthogonal rotation results in solutions that 
are easier to interpret and to report; however, they do require the 
researcher to assume (usually incorrectly) that the underlying constructs 
are independent (not correlated). Oblique approaches allow for the 
factors to be correlated, but they are more difficult to interpret, 
describe and report (Tabachnick & Fidell 2007, p. 638). In practice, the 
two approaches (orthogonal and oblique) often result in very similar 
solutions, particularly when the pattern of correlations among the items 
is clear (Tabachnick & Fidell 2007).  

 Many researchers conduct both orthogonal and oblique rotations and then 
report the clearest and easiest to interpret. I always recommend 
starting with an oblique rotation to check the degree of correlation 
between your factors. 

 Within the two broad categories of rotational approaches there are a 
number of different techniques provided by SPSS (orthogonal: Varimax, 
Quartimax, Equamax; oblique: Direct Oblimin, Promax).  



VARIMAX ROTATION VS DIRECT OBLIMIN, 
PROMAX 
 The most commonly used orthogonal approach is the Varimax 

method, which attempts to minimise the number of variables that 
have high loadings on each factor. The most commonly used 
oblique technique is Direct Oblimin. For a comparison of the 
characteristics of each of these approaches, see Tabachnick and 
Fidell (2007, p. 639).  



RUN FACTOR ANALYSIS 



ROTATED COMPONENT MATRIX 



FACTOR LOADING CUT-OFF POINT BASED 

ON SAMPLE SIZE 



RELIABILITY TEST 

 Reliability analysis is to test whether a group of items (i.e. 
items measuring a construct generated from factor analysis) 
consistently reflected the construct it is measuring (Field, 
2005).  

 The ability of a measure to produce consistent results when 
the same entities are measured under different conditions. 

 In other words, if we use this scale to measure the same 
construct multiple times, do we get pretty much the same 
result every time, assuming the underlying phenomenon is not 
changing? 

  The most common measure of reliability is internal 
consistency of the scale (Hair et al., 2006). Cronbach’s alpha 
was calculated in order to examine the internal consistency of 
the scales used in this study. 

 Cronbach’s alpha coefficient can range from 0.0 to 1.0. A 
Cronbach’s alpha close to 1.0 indicates that the item is 
considered to have a high internal consistency reliability, 
above 0.8 is considered good, 0.7 is considered acceptable 
and less than 0.6 is considered to be poor (Sekaran, 2003).  
 



RUN RELIABILITY ANALYSIS 



RELIABILITY RESULT 



AFTER CHECKING RELIABILITY ANALYSIS 

 when you are satisfied with reliability analysis of 

each of the dimensions and/or constructs that was 

generated from the factor analysis 

 You need to compute the mean scores for each of 

the dimensions and/or construct(s). 

 



1. From the menu at the top of the screen click on: Transform, then click on Compute. 

2. In the Target variable box type in the new name you wish to give to the total scale 

scores 

Click All, then 

find Mean 
Double-check that all items are correct and  

in the correct places. Click OK. 



DESCRIPTIVE ANALYSIS 

 The mean and standard deviation values for all 
of the study variables/construct. 

 Based upon the scale of 1 to 5, the mean scores 
can be explained as:  

 a mean score that is less than 2 is rated as low,  

 a mean score between 2 to 4 is rated as average, 
and 

  a mean score of greater 4 is rated as high. 



DESCRIPTIVE ANALYSIS 



CORRELATION ANALYSIS 

 Pearson correlation is used to examine the strength 
and the direction of the relationship between all the 
constructs in the study. 

 The Pearson correlation coefficient values can vary 
from -1.00 to +1.00.  

 A correlation value of +1.00 indicates a perfect 
positive correlation, while a value of -1.00 represents 
a perfect negative correlation, and a value of 0.00 
indicates no linear relationship between the X and Y 
variables or between two variables (Tabachnick & Fidell, 
2007; Pallant, 2007).  

 Cohen (1988) interprets the correlation values as: 
small/weak when the correlation value is r = .10 to .29 
or r = -.10 to -.29, medium/moderate when the value 
is r = .30 to .49 or r = -.30 to -.49, and large/strong 
when the value is r = .50 to 1.0 or r = -.50 to -1.0 
large. 
 





CORRELATION ANALYSIS  CONT. 



RUN CORRELATION ANALYSIS 



CORRELATION RESULTS 





MULTI-COLLINEARITY 

 No correlation coefficient values of the studied 

variables were above 0.8. Therefore, 

multicollinearity does not exist in the study (Hair 

et al., 2006). 



MULTIPLE REGRESSION ANALYSIS 

 Multiple regression is a statistical technique that permits 
the researcher to examine the relationship between a 
single dependent variable and several independent 
variables (Tabachnick & Fidell, 2007; Hair et al., 2006).  

 Before conducting the multiple regression analysis, several 
main assumptions were considered and examined in order 
to ensure that the multiple regression analysis was 
appropriate (Hair et al., 2006).  

 The assumptions to be examined are as follow:  

   (1) outliers, 

  (2) normality linearity and homoscedascitity, and 

  (3) muliticollinearity 



OUTLIERS 
  Need to check Data whether there are any potential 

outliers existing in the analysis.  

 Pallant (2007) noted that “multiple regression is very 
sensitive to outliers (i.e. very high or low score)” (p. 
165). Outliers can influence the values of the 
estimated regression coefficients (Field, 2005).  

 Thus, outliers should be removed before running the 
regression analysis (Tabachnick & Fidell, 2007). 

 Multivariate outliers can be detected by using 
statistical methods such as casewise diagnostics, 
Mahalanobis distance, Cook’s distance and 
COVRATIO (Hair et al., 2006; Tabachnick & Fidell, 
2007). 

 



OUTLIERS 



MULITICOLLINEARITY 

 Multicollinearity appears “when any single 
independent variable is highly correlated with a 
set of other independent variables” (Hair et al., 
2006, p. 170).  

 Multicollinearity was examined by inspection of 
the Tolerance and VIF values.  

 Hair et al. (2006) suggested a tolerance value 
greater than .1 and the variation inflation factor 
(VIF) value smaller than 10; now VIF shouldn’t be 
more than 5 or 3 and the conditional index value 
smaller than 30, as an indication that there was 
not a high muliticolinearity.  



MULTICOLLINEARITY 

 No correlation coefficient values of the studied 

variables were above 0.8. Therefore, 

multicollinearity does not exist in the study (Hair 

et al., 2006). 



RUN REGRESSION ANALYSIS 



RUN REGRESSION ANALYSIS 





SIGNIFICANT LEVEL AND T-VALUES  

Significant 

Levels 

1 Tailed 2 Tailed 

1%** (p< 0.01) t-value  2.33  t-value  2.58 

5%*  (p < 0.05) t-value  1.645 t-value  1.96  

 



ONE-TAILED TEST VS TWO-TAILED TEST  

 All statistical tests are based on an area of 

acceptance and an area of rejection. 

 For what is termed a one-tailed test, the rejection 

area is either the upper or lower tail of the 

distribution. A one-tailed test is used when the 

hypothesis is directional, that is, it predicts an 

outcome at either the higher or lower end of the 

distribution. But there may be cases when it is 

not possible to make such a prediction. 

 In these circumstances, a two-tailed test is used, 

for which there are two areas of rejection – both 

the upper and lower tails. 



EFFECT SIZE 

 One way that you can assess the importance of 

your finding is to calculate the ‘effect size’ (also 

known as ‘strength of association’). This is a set 

of statistics that indicates the relative magnitude 

of the differences between means, or the amount 

of the total variance in the dependent variable 

that is predictable from knowledge of the levels of 

the independent variable (Tabachnick & Fidell 

2013, p. 54). 





 

 

 

 

 

HIERARCHICAL REGRESSION ANALYSIS  
 

 Hierarchical regression analysis is used to test 
the mediating variable and moderating variable.  

 To establish mediation, a series of regression 
analyses were performed following the guidelines 
suggested by Baron and Kenny (1986).  

 To test for moderating effects, a three step 
hierarchical regression process was carried out 
following the procedures suggested by Sharma, 
Durand and Gur-Arie. (1981).  







MODERATOR VS. MEDIATOR  
Moderator variables – 

  "In general terms, a moderator is a qualitative (e.g., sex, 
race, class) or quantitative (e.g., level of reward, 
personality, locus of control) variable that affects the 
direction and/or strength of the relation between an 
independent or predictor variable and a dependent or 
criterion variable.  

 Specifically within a correlational analysis framework, a 
moderator is a third variable that affects the zero-order 
correlation between two other variables. ... In the more 
familiar analysis of variance (ANOVA) terms, a basic 
moderator effect can be represented as an interaction 
between a focal independent variable and a factor that 
specifies the appropriate conditions for its operation." 
(Baron & Kenney, 1986, p. 1174)  
 



MODERATOR VS. MEDIATOR   CONT 

Mediator variables –  

 "In general, a given variable may be said to 
function as a mediator to the extent that it 
accounts for the relation between the predictor 
and the criterion.  

 Mediators explain how external physical events 
take on internal psychological significance. 
Whereas moderator variables specify when 
certain effects will hold, mediators speak to how 
or why such effects occur.“ (Baron & Kenny, 
1986, p. 1176).  

   

 



MODERATOR VS. MEDIATOR   CONT. 

    The general test for mediation is to examine the 
relation between the predictor (independent) and the 
criterion (dependent) variables, the relation between 
the predictor and the mediator variables, and the 
relation between the mediator and criterion 
variables. All of these correlations should be 
significant. The relation between predictor and 
criterion should be reduced (to zero in the case of 
total mediation) after controlling the relation 
between the mediator and criterion variables.  

       Another way to think about this issue is that a 
moderator variable is one that influences the 
strength of a relationship between two other 
variables, and a mediator variable is one that explains 
the relationship between the two other variables.  

 



Mediator  

Independent  

Variable 

Outcome/ 

Dependent Variable 

a b 

c 

Y X 

M 



MEDIATION ANALYSES 

 To establish mediation, a series of regression analyses were 
performed following the guidelines suggested by Baron and Kenny 
(1986).  

 First, the independent variable must have a significant effect on the 
mediator, when regressing the mediator on the independent variable. 

 Secondly, the independent variable must have a significant effect on 
the dependent variable, when regressing the dependent variable on 
the independent variable.  

 Third, the mediator must have a significant effect on the dependent 
variable, when regressing the dependent variable on both the 
independent variable and mediating variable.  

 If these conditions all hold in the predicted directions, then the effect 
of the independent on the dependent variable must be less in the 
third equation than in the second equation.  

 Perfect mediation holds if the independent variable has no effect 
when the mediator is controlled (Baron & Kenney, 1986, p. 1177).  

 However, partial mediation occurs when the independent variable’s 
effect is reduced in magnitude, but is still significant when the 
mediator is controlled (Baron & Kenney, 1986). 

 



HOW DO I CONDUCT A MEDIATION ANALYSIS?  

 

 A.  Mediation analysis uses the estimates and 

standard errors from the following regression 

equations (MacKinnon, 1994): 

   
 Y = c X + e1           The independent variable (X) causes the outcome variable (Y)  

M = a X + e2        The independent variable (X) causes the mediator variable (M)  

Y = c' X + bM + e3.    The mediator (M) causes the outcome variable (Y) when 

controlling for the independent variable (X). This must be true 

 If the effect of X on Y is zero when the mediator is included (c' = 0), 

there is evidence for mediation (Judd & Kenny, 1981a, 1981b). This 

would be full mediation.  

 If the effect of X on Y is reduced when the mediator is included (c' < 

c), then the direct effect is said to be partially mediated 

 





 

 

 

 

 

 

 

 

 

 

 
Q.  WHAT ARTICLES WOULD YOU SUGGEST FOR 

SOMEONE JUST LEARNING ABOUT MEDIATION?   

 

 A.  Some good background references include:   
   

 Baron, R.M. & Kenny, D.A. (1986). The moderator-mediator 
distinction in social psychological research: Conceptual, 
Strategic, and statistical considerations. Journal of 
Personality and Social Psychology, 51, 1173-1182.  

 Judd, C. M., & Kenny, D. A. (1981a). Estimating the effects of 
social interventions. New York: Cambridge University Press. 

 Judd, C.M. & Kenny, D.A. (1981b). Process Analysis: 
Estimating mediation in treatment evaluations. Evaluation 
Review, 5, 602-619.  

 MacKinnon, D.P. (1994). Analysis of mediating variables in 
prevention and intervention research. In A. Cazares and L. A. 
Beatty, Scientific methods in prevention research. NIDA 
Research Monograph 139. DHHS Pub. No. 94-3631. 
Washington, DC: U.S. Govt. Print. Office, pp. 127-153.   

 MacKinnon, D.P. & Dwyer, J.H. (1993). Estimating mediated 
effects in prevention studies. Evaluation Review, 17, 144-158. 

 



MEDIATOR VARIABLE 

 

 A mediator specifies how (or the mechanism by 
which) a given effect occurs (Baron & Kenny, 
1986; James & Brett, 1984).  

 Baron and Kenny (1986, pp. 1173, 1178) describe 
a mediator variable as the following: 

 The generative mechanism through which the 
focal independent variable is able to influence 
the dependent variable of interest . . . (and) 
Mediation . . . is best done in the case of a strong 
relation between the predictor and criterion 
variable. 



MEDIATOR VARIABLE 
 

 Shadish and Sweeney (1991) stated that “the 
independent variable causes the mediator which 
then causes the outcome”. Also critical is the 
prerequisite that there be a significant 
association between the independent variable 
and the dependent variable before testing for a 
mediated effect. 



MEDIATOR EFFECT 
 

 According to McKinnon et al, (1995), mediation is 
generally present when: 

   1. the IV significantly affects the mediator, 

   2. the IV significantly affects the DV in the 
absence of the mediator, 

   3. the mediator has a significant unique effect 
on the DV, and 

   4. the effect of the IV on the DV shrinks upon 
the addition of the mediator to the model. 



Mediator  

Independent  

Variable 

Outcome/ 

Dependent Variable 

a b 

c 

Y X 

M 



MEDIATOR ANALYSIS 

 

 Judd and Kenny (1981), a series of regression 
models should be estimated. To test for 
mediation, one should estimate the three 
following regression equations: 

1. regressing the mediator on the independent 
variable; 

2. regressing the dependent variable on the 
independent variable; 

3. regressing the dependent variable on both the 
independent variable and on the mediator. 



MEDIATOR ANALYSIS 

 

1) variations in levels of the independent variable 
significantly account for variations in the 
presumed mediator (i.e., Path c), 

2) variations in the mediator significantly account 
for variations in the dependent variable (i.e., 
Path b), and 

3) when Paths a and b are controlled, a previously 

  significant relation between the independent and 
dependent variables is no longer significant, with 
the strongest demonstration of mediation 
occurring when Path c is zero. 



MEDIATOR ANALYSIS 

 

Separate coefficients for each equation 
should be estimated and tested. 

  There is no need for hierarchical or 
stepwise regression or the computation 
of any partial or semipartial correlations. 



 TEST OF HOMOGENEITY OF REGRESSION (X*M INTERACTION) 

           R-sq          F        df1        df2          p 

 SATISFAC      .0107     2.7899     4.0000   573.0000      .0258 

   

 ************************************************************************** 

   

 INDIRECT EFFECT(S) THROUGH: 

  SATISFAC 

   

   

              Effect   SE(boot)       LLCI       ULCI 

 FUNCTION      .2344      .0342      .1707      .3013 

 SYMBOLIC      .0508      .0137      .0288      .0829 

 SOCIAL        .0111      .0126     -.0127      .0380 

 EXPERIEN      .0676      .0251      .0279      .1258 

  LLCI       ULCI 

 FUNCTION     .1707      .3013 (Mediation) 

 SYMBOLIC      .0288      .0829 (Mediation) 

 SOCIAL        -.0127      .0380 (No mediation)there is 0 in between  

 EXPERIEN      .0279      .1258(Mediation) 



REPORT FOR MEDIATOR (MULTIPLE IVS, SINGLE 
MEDIATOR AND DV)   

TEST OF HOMOGENEITY OF REGRESSION (X*M INTERACTION) 

               R-sq          F        df1        df2          p 

SATISFAC      .0107     2.7899     4.0000   573.0000      .0258 
************************************************************************

** 

INDIRECT EFFECT(S) THROUGH: 

 SATISFAC 

             Effect   SE(boot)       LLCI       ULCI 

FUNCTION      .2344      .0342      .1707      .3013 

SYMBOLIC      .0508      .0137      .0288      .0829 

SOCIAL        .0111      .0126     -.0127      .0380 

EXPERIEN      .0676      .0251      .0279      .1258 

Based on the results  
              LLCI       ULCI 

FUNCTION     .1707      .3013 (Mediation) 

SYMBOLIC      .0288      .0829 (Mediation) 

SOCIAL        -.0127     .0380 (No mediation)there is 0 in between  

EXPERIEN      .0279      .1258(Mediation) 



MODERATED ANALYSIS 

 To test for moderating effects, a three step hierarchical 

regression process was carried out following the procedures 

suggested by Sharma, Durand and Gur-Arie. (1981). 

  In the first step, the dependent/criterion variable (overall 

customer satisfaction) is regressed on the independent 

variable (i.e. the entire dimensions of brand image) was 

entered, followed by the moderator variable (i.e. entered 

dominance, defiance, social conformity and dwelling area 

separately) was entered and finally the interaction terms of 

the independent variable and moderator variable 

(independent * moderating variable) was entered.  

 Pure moderation would exist if b(x) and b(x*z) are significant 

and b(z) is non-significant. While, quasi moderation would 

exist if b(x), b(z) and b(x*z) are significant (Sharma, 2002).  



MODERATED ANALYSIS 

 Step (1) y = a + b1x, 

 Step (2) y = a + b1x + b2z, 

 Step (3) y = a + b1x + b2z + b3(x*z), 

 

 Where y = dependent variable 

  a = intercept term 

  b = regression coefficient  

  x = independent variable 

  z = the moderator variable 

     x*z = the interaction of independent variable 

and moderating variable 

 

 





MODERATOR RESULTS 

Model Summary 
d 

.764 
a 

.584 .581 .27477 .584 184.381 4 525 .000 

.764 
b 

.584 .580 .27498 .000 .179 1 524 .672 

.774 
c 

.599 .592 .27126 .014 4.626 4 520 .001 2.071 

Model 

1 

2 

3 

R R Square 

Adjusted 

R Square 

Std. Error of 

the Estimate 

R Square 

Change F Change df1 df2 Sig. F Change 

Change Statistics 

Durbin- 

Watson 

Predictors: (Constant), Experiental, Function, Social, Symbolic a.  

Predictors: (Constant), Experiental, Function, Social, Symbolic, dwellmod b.  

Predictors: (Constant), Experiental, Function, Social, Symbolic, dwellmod, dwellXSYMB, dwellXSOCB, dwellXEB, dwellXFB c.  

Dependent Variable: Satisfaction d.  




